
spinons might bind with a finite binding energy—
it appears that this might be happening on cyl-
inder YC10 and, thus, it might also occur in the
2D limit. For the even cylinders, on the other hand,
the spinons are confined by an effective potential
that grows linearly with the distance, because
the domain between them is in the higher-energy
sector. As a result, the excitation across the spin
gap for the even cylinders is a bound spinon pair.
It remains to be determined if they remain bound
in the 2D limit.

Much remains to be understood concerning
the low-energy behavior of the KHA, particularly
the detailed structure, exchange statistics, and dis-
persion relations of the various excitations. It will
be instructive to also explore the phase diagram
in the vicinity of this simple nearest-neighbor–
only Heisenberg model by changing the Hamil-
tonian in various ways (13) to find what other
phases are nearby and perhaps to move “deep-
er” into this spin liquid where it might be easier
to study.
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Two-Dimensional Mott-Hubbard
Electrons in an Artificial
Honeycomb Lattice
A. Singha,1* M. Gibertini,1 B. Karmakar,1 S. Yuan,2 M. Polini,1,3† G. Vignale,4,3

M. I. Katsnelson,2 A. Pinczuk,5 L. N. Pfeiffer,6 K. W. West,6 V. Pellegrini1†

Artificial crystal lattices can be used to tune repulsive Coulomb interactions between electrons.
We trapped electrons, confined as a two-dimensional gas in a gallium arsenide quantum
well, in a nanofabricated lattice with honeycomb geometry. We probed the excitation spectrum
in a magnetic field, identifying collective modes that emerged from the Coulomb interaction in
the artificial lattice, as predicted by the Mott-Hubbard model. These observations allow us to
determine the Hubbard gap and suggest the existence of a Coulomb-driven ground state.

The conduction electrons of a crystal ex-
perience the potential created by a period-
ic arrangement of coupled quantum units

(such as ions and atoms). Numerous properties of
solids can be explained in terms of Bloch bands
(1), neglectingCoulomb interactions between elec-
trons. These interactions often lead to qualitative
changes that are particularly pronounced in solids
with narrow energy bands (2–4). These strongly
correlated materials display exotic ordering

phenomena and metal-insulator phase transitions
(3, 4). Mott showed (5) that interaction-induced
insulators are better described in real space (rath-
er than inmomentum space), in which the solid is
viewed as a collection of localized electrons bound
to atoms with partially filled shells. Electrons hop-
ping through the lattice are absorbed and emitted
from the atoms, thus originating two bands, which
are split by the energy cost of having two electrons
with antiparallel spin on the same atomic site.

Hubbard subsequently introduced a model
Hamiltonian with onsite interactions that displays
split bands (Hubbard bands, or HBs) in the strong-
ly correlated (or atomic) limit (6). HBs (and their
coexistence with quasiparticle bands in the cor-
related metallic phase) are characteristic features
of such strongly correlated systems. Fermions on
a honeycomb lattice, in particular, have been pre-
dicted to display unusual correlated phases of
matter such as topological Mott insulating (7)
and quantum spin liquid phases (8).

The creation of artificial systems with a
high degree of tunability offers a way to explore
Mott-Hubbard (M-H) physics systematically

(9, 10). Here we report the creation of an artifi-
cial lattice with honeycomb geometry for trap-
ping electrons, and we demonstrate the formation
of HBs through strong correlations. We nano-
fabricated the artificial lattice on the surface of
a gallium arsenide (GaAs) heterostructure that
hosts a high-quality two-dimensional electron gas
(2DEG) (11–13). Similar nanostructures have
been studied in the past in the context of the
Hofstadter’s fractal energy spectrum (14, 15). We
probed the electron excitation spectrum by in-
elastic light-scattering and observed signatures
stemming from strong Coulomb interactions,
which we could tune by applying an external mag-
netic field. Carriers in the patterned structures
supported an unusual collective mode; its energy
scales like

ffiffiffi
B

p
, where B is the component of the

magnetic field perpendicular to the 2DEG. A
theoretical analysis based on a minimal Hubbard
model reveals that the mode energy is determined
by the onsite Coulomb interaction and represents
direct evidence of the existence of HBs in the
2DEG subjected to the artificial lattice. At low
temperatures and large B fields, we found evi-
dence for the opening of an unexpected gap in the
spin excitation spectrum. We argue that the ob-
served gap reveals the occurrence of a new cor-
related phase of electrons in a honeycomb lattice
akin to one of those discussed in the context of
graphene in high magnetic fields (16–18). These
findings pave the way for the possibility to ex-
plore graphene-like physics in the ultrahigh mag-
netic field limit, in which the magnetic length is
smaller than the lattice constant of the artificial
crystal—a regime not accessible in graphene.

The sample used in this study was the host of
a 2DEG in a 25-nm-wide, one-side modulation-
dopedAl0.1Ga0.9As/GaAs quantumwell. The pro-
cedures for nanofabricating the artificial lattice
are detailed in (11, 19, 20). The artificial honey-
comb lattice extended over a 100-mm–by–100-mm
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square region with a lattice constant a ~ 130 nm
(Fig. 1A). We denote by V0 the amplitude of the
artificial lattice potential. Here we focus on a
sample with an estimated (12) V0 ∼ 4 meV and
electron density after processing ne ~ 3 × 1010

to 4 × 1010 cm–2 corresponding to an average
number of eight electrons per site. The inelastic
light-scattering experiments were performed in
a backscattering configuration (Fig. 1B) in the
temperature range from 50 mK to 4 K. The light-
scattering technique gives direct access to the
collective modes of the system that manifest as
sharp peaks in the intensity of the scattered light

at a given energy shift from the laser energy. Res-
onant enhancement of the light-scattering cross
section occurs as the incident laser energy is
scanned across an interband transition of the host
GaAs semiconductor (20).

The nanostructured 2DEG displays well-
resolved quantumHall signatures below 3 T, with
the honeycomb potential manifesting itself in a
modulation of the magnetoresistivity periodic in
B (12). At higher fields, an increase in the lon-
gitudinal resistivity signals a crossover to a re-
gime of suppressed intersite hopping in which
collective modes emerge.

In addition to the ordinary cyclotron mode
(black curve in Fig. 1C and black circles in Fig.
1D) at energy ℏwc ¼ ℏeB=ðm*cÞ, m∗ being the
GaAs electron effective mass (21), the light-
scattering spectra display an additional mode at
lower energies (red curve in Fig. 1C), whose
collective character is reflected in the sharpness
and intensity of the light-scattering peak (22, 23).
The surprising sublinear dependence of the
energy of this mode on B is shown in Fig. 1D
(red squares).

We identified the sublinear collective mode as
a Hubbard mode: an excitation across split HBs.
In the simplest scenario, this excitation emerges
within the single-band Hubbard model (3, 4, 6)
that assumes a maximum concentration of two
electrons per site. We proceeded by first evaluat-
ing theM-H excitation gap as a function of B and
then showing that it weakly depends on electron
concentration, consistent with the experimental
data presented below. Similar conclusions can be
reached by using multiband generalizations of
the Hubbard model (20).

The single-band Hubbard Hamiltonian en-
codes a competition between two energy scales:
the kinetic energy t, which measures the overlap
between electronic wave functions on neighbor-
ing lattice sites, and the interaction energy U,
which measures the strength of the onsite Cou-
lomb repulsion between two electrons

H ¼ −t ∑
〈i, j〉

cþi cj þ e0∑
i
ni þ U∑

i
ni↑ni↓ ð1Þ

Here the operator cþi (ci) creates (destroys) an
electron at site i (the sum in the first term is over
all pairs of nearest-neighbor sites), and ni ¼ cþi ci
is the local number operator; e0 denotes the en-
ergy of the single state that is available at each
site i: This can be either empty, singly, or doubly
occupied. In writing Eq. 1, we have neglected
first-neighbor (intersite) interactions. In the atomic,
strongly correlated limit U >> t, two split HBs
emerge out of a single narrow band (6). More
precisely, this means that for U >> t, the spectral
function (that is, the tunneling density of states
A(w) of the model described by Eq. 1) devel-
ops two peaks, one at ℏw ¼ e0 and one at
ℏw ¼ e0 þ U . The emergence of HBs when the
ratioU/t increases from the weakly to the strong-
ly correlated regime is accurately described by
dynamical mean-field theory (2–4).

In the experiments, the strongly correlated
regime U >> t is achieved when B quenches the
hopping amplitude t and increases the interaction
energy U. The Hubbard-U interaction scale can
be written in terms of localized Wannier func-
tions F(r) as

U ¼ ∫d2r∫d2r0jfðrÞj2Veeðjr − r0jÞjfðr0Þj2 ð2Þ

where VeeðrÞ ¼ e2=ðerÞ is the long-range Cou-
lomb interaction, with e an effective dielectric con-
stant. In the atomic limit, the Wannier functions
can be roughly approximated by a zero–angular-
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Fig. 1. (A) Scanning electron microscopy (SEM) image of the semiconductor artificial lattice. An
expanded view of the SEM image showing a single honeycomb cell (2r ∼ 60 nm, a ∼ 130 nm) is shown at
middle right. The 2DEG is positioned 170 nm below the surface with a low-temperature mobility of 2:7 ×
106 cm2/(Vs). A cartoon of the two-dimensional potential trap for electrons induced by the nanofabricated
pillar at the surface is shown at far right (arrow). (B) Geometry of the light-scattering experiment: wL,S
labels the incident (scattered) photon energy and Q = 5° is the tilt angle. (C) Resonant inelastic light-
scattering spectra showing the cyclotron mode and the new low-lying collective mode at B = 5.48 T and
T = 1.7 K. (D) Evolution of the energies of the cyclotron mode (black circles) and of the new collective
mode at frequencieswHB (red squares) at T = 1.7 K. The black dashed line is a linear fit to the data using
ℏwc = ℏeB/(m∗c). We findm∗ = 0:067 me withme the bare electron mass, in agreement with the bulk
GaAs value. The red dashed line is a fit with ℏwHB = a

ffiffiffiffiffiffiffiffi
B[T]

p
and a ∼ 2 meV.
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Fig. 2. (A) A cartoon of the spectral function A(w) of the pat-
terned (orange) and unpatterned (black) 2DEG. The Landau
level peaks at wn = wc(n + 1/2) are split by onsite Coulomb interactions into Hubbard lower and upper
peaks, which are separated by U ~ e2/lB, where lB =

ffiffiffiffiffiffiffiffiffiffiffi
ℏc/eB

p
is the magnetic length. (B) The relevant

electronic process that contributes to the Raman scattering cross section. The initial state is labeled by |1〉,
the final state by |2〉, and the intermediate state with one hole and an extra electron is labeled by |n〉. The
final excited state is separated from the ground state by the Hubbard charge gap U; that is, by the energy
cost of having two antiparallel spin electrons on the same site. In the intermediate state, we have also
depicted the absorbed (at frequency wL) and emitted (at frequency wS) photons. The square wells denote
two neighboring minima of the artificial-lattice potential. The core levels are not shown. The green areas
denote valence-band electrons, which are assumed to be unaffected by the periodic modulation.
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momentumwavefunction in the symmetric gauge,
fðrÞ ¼ ð2pl2BÞ−

1=2 exp½−r2=ð4l2BÞ �, where lB ¼ffiffiffiffiffiffiffiffiffiffiffiffi
ℏc=eB

p
is the magnetic length. Simple algebraic

manipulations on Eq. 2 yield

U ¼
ffiffiffi
p
4

r
e2

elB
ð3Þ

implying that, at least asymptotically, U grows
proportionally to

ffiffiffi
B

p
. Microscopic details such as

the precise shape of the confinement potential or
the geometry of the latticemight affect the result in
Eq. 3 quantitatively but not qualitatively: The
scaling º

ffiffiffi
B

p
is robust in the asymptotic limit

lB << 2r, where 2r is the width of the potential
minima of the artificial lattice (Fig. 1A).

The function A(w) in a B field is pictorially
illustrated in red in Fig. 2A. As a comparison, the
black dashed line labels A(w) for an unpatterned
2DEG: We distinguish the usual Landau-level
peaks at frequencies wn ¼ wcðnþ 1=2Þ with in-
teger n. In the nanopatterned sample, these peaks
are split into upper and lower Hubbard peaks by
strong interactions. In this cartoon, the measured
cyclotron mode at wcºB is an inter–Landau-
level excitation. The measured sublinear mode
seen in Fig. 1, instead, can be neatly explained as
an intra–Landau-level excitation, which lies at a fre-
quency wHB ¼ U=ℏ º

ffiffiffi
B

p
, between interaction-

induced Hubbard peaks (24, 25).
After fitting the data labeled by red squares in

Fig. 1D with the simple functional form ℏwHB ¼
a

ffiffiffiffiffiffiffiffiffi
B½T�p

, we found that a was ∼2 meV, thereby
providing a direct measurement of the Hubbard-U
onsite energy scale for our nanopatterned 2DEG.
ThemeasuredU is by a factor of 2 smaller than the
value extracted from Eq. 3 with the high-frequency
GaAs dielectric constant e = 13. In Fig. 2B, we
illustrate a possible two-photon process that contrib-
utes to the scattering cross section of the HB col-
lectivemode. The calculated scattering cross section
decays exponentially for sufficiently large values of
B (20). In Fig. 3 we report the resonant inelastic
light-scattering spectra of the Hubbard mode as a
function of external parameters. Figure 3A shows
that, in contrast to the cyclotron mode, the intensity
of the Hubbard mode increased up to B ≈ 5.5 Tand
then collapsed exponentially at higher fields, in
agreement with the theoretical prediction.

The Hubbard mode energy exhibited a rather
weak dependence on electron concentration (Fig.
3B); we decreased the electron concentration using
a photodepletion technique (20). In the atomic
limit, the dependence of the M-H gap ℏwHB on
electron concentration is indeed a small effect,
of the first order in the parameter t/U. In the limit
of vanishing electron concentration, the strength
of the transition between the two HBs also van-
ishes because there are no available states in the
upper HB (20). This finding is in agreement with
the large dependence of the intensity of theHubbard
mode on electron density reported in Fig. 3B.
Finally, the Hubbard mode displays a large sen-
sitivity to temperature changes (Fig. 3C) and dis-
appears near 5 K.

We now focus on the low-energy portion of
the excitation spectra, ħw < 1 meV, which in
ordinary 2DEGs is characterized by the spin-
wave (SW) mode—a spin-flip excitation across
the spin gap that, at long wavelength, occurs at
the bare Zeeman energy gmBBT, where mB is the
Bohr magneton, g is the Landé gyromagnetic

factor, andBT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2
jj þ B2

q
is the total magnetic

field (Fig. 1B). The inset to Fig. 4 shows a rep-
resentative result at BT = 5.5 T. The SW mode
was visible at energies near 0.15 meV. The SW
energy versus total field is reported in Fig. 4 as
black circles. The spin mode was not visible be-
low BT = 3 T.

The inset to Fig. 4 displays an additional
strong and sharp mode above the SW, which has
no counterpart in an unpatterned 2DEG. The
energy dependence of this mode is shown in Fig.
4 as red triangles. The splitting D of this mode
from the SW (black squares) occurs above a

threshold B value and depends on the perpendic-
ular magnetic field only, a fact that underlines the
pivotal role of electron-electron interactions. The
two modes disappear at temperatures approach-
ing 1 K. The observation of a spin doublet sug-
gests the occurrence of a correlated state with a
gap D. Different types of Coulomb-driven broken-
symmetry scenarios have been proposed in the con-
text of graphene at large magnetic fields (26–31)
and linked to observations of gap openings in
magneto-transport experiments (16–18). One of
these scenarios (28) predicts a splitting of the SW
mode similar to what we saw in our experiment
(32) associated to the occurrence of lattice-scale
order in the honeycomb lattice.

In the case of graphene, however, the high-
field regime is not experimentally accessible,
because the magnetic length is much greater than
the interatomic distance. This is not the case in
our artificial honeycomb lattice. To support the
existence of graphene-like effects in our system,

Fig. 4. Energies of the spin-wave
mode (black circles) and the higher-
energy spin-flip mode (red triangles).
The black dashed line is a linear fit to
the data using the standard Zeeman
formula: ESW = |g|mBBT . We find
|g| = 0:42, in agreement with the
value expected for GaAs. Represent-
ative examples of the two spin exci-
tation modes at two different laser
energies (red line, 1522.6meV; black
line, 1522.4 meV) are shown in the
inset. The black squares label the split-
ting D between the two spin modes.
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Fig. 3. (A) Resonant inelastic light-scattering spectra of the Hubbard mode at three values of the
magnetic field and T = 1.7 K. (B) Dependence of the Hubbard mode at T = 1.5 K on the power P (in
microwatts) of the HeNe laser used to photodeplete the 2DEG. From black to blue, the electron con-
centration per site decreases from 8 T 2 to 3 T 2 (21). Data in (A) are at P = 0 mW. (C) Temperature
dependence of the Hubbard mode at B = 5.48 T and P = 0 mW, displaying an activated behavior with an
activation energy of 0.2 meV.
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we carried out calculations of the density of states
based on a tight-binding model (33) in the pres-
ence of disorder comparable to the hopping en-
ergy and in the ultrahigh–magnetic-field regime
(lB < a). These results reveal the persistence of a
structure reminiscent of the zero-energy Landau
level of graphene (20). Similar to the case in
graphene (16–18, 31), electron-electron interac-
tions can lead to a reorganization of this low-
energy sector, yielding a broken-symmetry ground
state with an energy gap ~ D. Additionally, the
observed opening of the gap above a threshold
magnetic field indicates a delicate interplay be-
tween hopping, disorder, and many-body effects.

The capability of observing M-H physics
in nanostructured semiconductor devices with
honeycomb geometrymay open new approaches
for the investigation of quantum phases of strong-
ly correlated condensed-matter systems. Given
that the interaction strengths governing the phys-
ics of the 2DEG can be finely tuned by design
and by the application of external electric and
magnetic fields, such scalable solid-state systems
offer great promise to further expand the current
realms of study offered by quantum emulators
that so far have been realized with cold atom
gases in optical lattices (34–36).
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A Material with Electrically Tunable
Strength and Flow Stress
Hai-Jun Jin1,2* and Jörg Weissmüller3,4

The selection of a structural material requires a compromise between strength and ductility.
The material properties will then be set by the choice of alloy composition and microstructure
during synthesis and processing, although the requirements may change during service life.
Materials design strategies that allow for a recoverable tuning of the mechanical properties
would thus be desirable, either in response to external control signals or in the form of a
spontaneous adaptation, for instance in self-healing. We have designed a material that has a
hybrid nanostructure consisting of a strong metal backbone that is interpenetrated by an
electrolyte as the second component. By polarizing the internal interface via an applied electric
potential, we accomplish fast and repeatable tuning of yield strength, flow stress, and ductility.
The concept allows the user to select, for instance, a soft and ductile state for processing and
a high-strength state for service as a structural material.

Environmental exposure and in-service wear
influence the mechanical performance of
engineering materials. Environmental ef-

fects are often adverse, as exemplified by stress
corrosion cracking (1). Immersion in corrosive
media may also impair strength and flow stress
without immediate failure (2–4). More recently,
nanoindentation studies have revealed a deci-
sive effect of the surface state on the hardness

(5). Although the microscopic processes that cou-
ple the plasticity to the environment have not been
conclusively determined, the observations dem-
onstrate that a material’s mechanical perform-
ance can vary depending on the environment
to which it is exposed during service. Here, we
exploit these observations in designing a mate-
rial with controllable strength and ductility. Our
approach rests on two principles. First, we max-

imize the impact of surface processes by work-
ing with nanomaterials with an extremely large
surface area. Second, we design the material as
a hybrid in which an electrolyte becomes an
inherent part of the microstructure. Interfacial
properties and processes can be controlled via
an electric potential, with consequences for the
macroscopic behavior of the nanocomposite. In
this way, the yield strength and flow stress of our
material can be recoverably varied by as much
as a factor of 2.

Our samples are made by dealloying, a cor-
rosion process that selectively dissolves the less
noble component from an alloy and leaves behind
a monolithic body with a uniform, nanometer-
scale structure composed of a contiguous skele-
ton of “ligaments” of the more noble component
interpenetrated by an equally contiguous pore
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